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Abstract \
Neuroimaging-based pain biomarkers, when combined with machine learning techniques, have demonstrated potential in

decoding pain intensity and diagnosing clinical pain conditions. However, a systematic evaluation of how different modeling options
affect model performance remains unexplored. This study presents the results from a comprehensive literature survey and
benchmark analysis. We conducted a survey of 57 previously published articles that included neuroimaging-based predictive
modeling of pain, comparing classification and prediction performance based on the following modeling variables—the levels of
data, spatial scales, idiographic vs population models, and sample sizes. The findings revealed a preference for population-level
modeling with brain-wide features, aligning with the goal of clinical translation of neuroimaging biomarkers. However, a systematic
evaluation of the influence of different modeling options was hindered by a limited number of independent test results. This prompted
us to conduct benchmark analyses using a locally collected functional magnetic resonance imaging dataset (N = 124) involving an
experimental thermal pain task. The results demonstrated that data levels, spatial scales, and sample sizes significantly impact
model performance. Specifically, incorporating more pain-related brain regions, increasing sample sizes, and averaging less data
during training and more data during testing improved performance. These findings offer useful guidance for developing
neuroimaging-based biomarkers, underscoring the importance of strategic selection of modeling approaches to build better-
performing neuroimaging pain biomarkers. However, the generalizability of these findings to clinical pain requires further

investigation.
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1. Introduction

Neuroimaging-based biomarkers of pain are increasingly gaining
attention in basic and clinical studies of pain.®® In clinical
settings, pain assessment primarily relies on self-report, which is
considered the gold standard.*?> However, self-report may be
limited in capturing the complex biopsychosocial nature of pain in
some contexts.>2"3° To address these limitations and provide
a more comprehensive assessment, complementary measures

Sponsorships or competing interests that may be relevant to content are disclosed
at the end of this article.

@ Center for Neuroscience Imaging Research, Institute for Basic Science, Suwon,
South Korea, © Department of Biomedical Engineering, Sungkyunkwan University,
Suwon, South Korea, © Department of Intelligent Precision Healthcare Conver-
gence, Sungkyunkwan University, Suwon, South Korea

*Corresponding author. Address: Department of Biomedical Engineering, Sung-
kyunkwan University, Center for Neuroscience Imaging Research, Institute for Basic
Science, Suwon 16419, Republic of Korea. Tel.: +82 (31) 299-4363. E-mail
address: waniwoo@skku.edu (C.-W. Woo).

Supplemental digital content is available for this article. Direct URL citations appear
in the printed text and are provided in the HTML and PDF versions of this article on
the journal’s Web site (www.painjournalonline.com).

Copyright © 2024 The Author(s). Published by Wolters Kluwer Health, Inc. on behalf
of the International Association for the Study of Pain. This is an open access article
distributed under the terms of the Creative Commons Attribution-Non Commer-
cial-No Derivatives License 4.0 (CCBY-NC-ND), where it is permissible to download
and share the work provided it is properly cited. The work cannot be changed in any
way or used commercially without permission from the journal.

http://dx.doi.org/10.1097/j.pain.0000000000003392

Month 2024 e \Volume 00 ¢ Number 00

have been explored.®* Neuroimaging data provide a unique
window that allows us to assess pain based on brain structure
and functions, having the potential to serve as biomarkers for the
prediction of pain intensity and the diagnosis of clinical pain
conditions. According to the FDA-NIH Biomarker Working
Group’s Biomarkers, EndpointS, and other Tools Resource,
biomarkers can be categorized into multiple types, each with its
own clinical utility (Table S1, http://links.lww.com/PAIN/C129).
These include diagnostic, predictive, prognostic, safety,
pharmacodynamic/response, monitoring, and susceptibility/risk
biomarkers.'" In this study, we investigated how modeling targets
and options influence the performances of neuroimaging pain
biomarkers through a systematic literature survey and bench-
mark analyses (Fig. 1).

We compared model performances focusing on different
modeling targets, data levels, spatial scales, model levels, and
sample sizes. These variables were chosen based on their
significance in prior research. For example, owing to a high noise
level in neuroimaging data, researchers usually average data
across multiple trials to enhance the signal-to-noise ratio.
However, it is unclear whether data averaging is always beneficial
to model performance. While machine learning algorithms
generally necessitate substantial data to recognize meaningful
patterns hidden in the data, data averaging decreases the
quantity of data, potentially along with informative variances, in
favor of an improved signal-to-noise ratio. Previous studies
commonly suggested that increased data averaging improves
classification accuracy and explained variance.?>*® However,
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these studies typically averaged both training and testing data to
ensure consistent data distribution across training and testing
sets. Consequently, the impact of data averaging on the model
generalizability, particularly when the test data have a different
data distribution, requires further investigation.

Furthermore, it is well known that the brain representations of
pain are distributed across multiple brain systems.”"® Consistent
with this idea, previous studies have shown that predictive
models containing more voxels and regions show better model
performance.” 825 However, it is unclear whether including
more voxels and regions is always beneficial to model perfor-
mance, given that it will also increase the possibility of overfitting
and introducing more noise. In addition, it is a common
assumption that idiographic models (ie, individualized predictive
models) would perform better in capturing each individual’s pain
rating compared with population-level models. However, it
remains unclear how much data are required to capture the
within-individual variability to ensure the generalizability of
idiographic models. With a mediocre amount of data, it is
possible that idiographic models do not outperform population-
level models. Lastly, studies have been suggesting larger sample
sizes benefit predictive modeling,® but researchers may be
interested in determining the specific amount of data required to
reach a desired level of model performance, considering the
tradeoff between costs and outcomes.

2. Materials and Methods

To investigate these unresolved questions, we first conducted
a systematic survey of 57 published research articles featuring
neuroimaging-based predictive models of pain. We also
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conducted benchmark analyses on a large-scale functional
magnetic resonance imaging (fMRI) pain dataset (N = 124), in
which we delivered thermal stimuli to induce heat-induced pain
and collected pain intensity ratings. Unlike previous studies that
usually examined the impact of each modeling option in isolation,
here, we systematically compared them all using a single large-
scale pain fMRI dataset.

2.1. Literature survey

We conducted a literature survey to examine the current state of
neuroimaging-based pain biomarker research. For more focused
analyses, we only included the papers that used MRI or
electroencephalogram (EEG) for pain prediction. Figure 2 shows
a flow diagram of the article search and inclusion. We conducted
a search using PubMed for research articles published between
January 2008 and August 2020 with the following search terms:
“pain” in the Title/Abstract; “predict” or “classf*” in Title/Abstract;
“eeg,” “fmri,” “magnetic resonance imaging,” or “brain” in Title/
Abstract; “machine learning,” “predictive modeling,” “decoding,”
“signature,” “svm,” or “biomarker” in Title/Abstract; NOT “review” in
Publication Type; NOT “Symposium” in Title/Abstract. The number
of initially searched articles was 137. The exclusion criteria included
(1) nonhuman animal studies, (2) absence of prediction models, (3)
studies not about pain, (4) nonempirical research articles (eg, review
articles), and (5) studies using other imaging modalities, such as
positron emission tomography (PET) and functional near-infrared
apectroscopy (NIRS). We included structural MRI because of its
more frequent use in pain biomarker studies, while we excluded PET
or fNIRS due to the limited number of studies utilizing these imaging
modalities. In addition, PET and fNIRS were less relevant to our
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Figure 1. Study overview. This study used 2 approaches to investigate neuroimaging-based pain biomarkers: (1) literature survey and (2) benchmark analysis. For

the literature survey, we conducted a literature search on neuroimaging-based biomarkers of pain on PubMed. We then categorized and summarized the

predictive models of pain in terms of 12 aspects, including neuroimaging methods, modeling targets, levels of data, spatial scale, levels of the model, and their

sample sizes, tasks, algorithms, etc. In this figure, we displayed more details of 6 aspects among them. Each aspect contained multiple categories. We then
compared model performances based on the selected aspects. For benchmark analysis, we analyzed a large-scale task-based functional magnetic resonance

imaging (fMRI) dataset with painful thermal stimulation. We developed multiple predictive models with varying modeling options that appeared important in the
literature survey and evaluated the influences of these modeling options on model performance.
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benchmark dataset, which consists of fMRI data. In addition to the
article search through PubMed, we manually added 7 research
articles that the searched articles cited but were not identified
through the PubMed search. You can find the full list of the surveyed
papers in Table S2, http:/links.lww.com/PAIN/C129. Fifty-seven
articles were included for further analyses.

We categorized the predictive models reported in surveyed
articles based on the following aspects: (1) measurement tools
(EEG, structural MR, or fMRI), (2) populations (clinical or healthy),
and the types of clinical pain, (3) prediction tasks (ie, classification
or regression), (4) targets (eg, classification of pain vs no pain,
prediction of pain intensity, etc), (5) model levels (eg, idiographic
model or population-level model), (6) (train and test) data levels
(eg, trial level, run level, etc), (7) spatial scales (eg, single region,
brain-wide, etc), (8) experimental tasks (eg, resting state, phasic
pain, etc), (9) feature types (eg, activation pattern, connectivity,
etc), (10) algorithms (eg, linear support vector machine [SVM],
linear regression, etc), (11) validation methods (eg, k-fold cross-
validation, leave-one out validation, etc), (12) sample sizes. The
full list of the aspects and categories can be found in Table S3,
http://links.lww.com/PAIN/C129. For the prediction task, we
excluded the multiclass classification task because there was
only one model for this category,®® and thus all models fell into
binary classification or regression. For model performance, we
chose to compare the classification accuracy and prediction-
outcome correlation (ie, a correlation between the predicted and
actual values), which were the main performance metric that
most of the surveyed models adopted (89.5% and 64.3%,
respectively; Figure S1, http://links.lww.com/PAIN/C129). The
final comparisons included the 129 training models and 44
independent tests from 57 studies.

After we divided the model performance into 2 categories
based on prediction tasks (ie, binary classification or regression),
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we first compared the performances based on the modeling
targets (ie, what the models are designed to predict). Next, given
that most of the models (63.6%) focused on the following target
categories, including “Pain vs no pain” and “Low pain vs high
pain” for binary classification and “Pain rating” for regression, we
compared the model performance of these targets for different
aspects, including “(train) data level,” “spatial scales,” “model
levels,” and “sample size.”

2.2. Participants for benchmark analysis

We conducted a benchmark analysis, in which we compared the
performance of models with specific modeling options against those
with alternative options to evaluate the influence of modeling choices
on performance. We utilized a locally collected, large-scale fMRI
dataset, which included painful heat stimuli. Multiple models were
trained and tested using this dataset, each incorporating a variety of
modeling options. We recruited a total of 137 healthy and right-
handed participants with no history of neurological, psychiatric, or
chronic pain disorders. Among them, 13 participants were excluded
due to (1) technical issues (eg, thermal stimulus equipment errors),
(2) voluntary discontinuation of the scanning session by participants
(eg, intolerable stimulus), or (3) finding of an abnormal structure in the
brain (eg, Arachnoid cyst). The final number of participants included
in this study was 124 (61 women, age = 22.17 = 2.69 years
[mean = SDJ). This study was approved by the Institutional Review
Board at Sungkyunkwan University, and all participants provided
written informed consent.

2.3. Experimental design and procedure

We conducted the experiment over 2 visits. On the first visit,
participants visited the laboratory to complete a series of self-
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Figure 2. Flowchart of the article selection process for inclusion in this study. This flowchart outlines the systematic approach for selecting articles from initial
identification through PubMed and other sources to the final inclusion for model comparison. Research articles from other sources include the articles that were
cited by the searched articles but were not identified through the PubMed search. The process includes a comprehensive search, screening of titles and abstracts,
eligibility assessment of full-text articles, and the exclusion criteria leading to the final selection. The diagram also shows the numbers of the selected articles for

each step. The details of the survey results are shown in Figures 4-6.
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report questionnaires. Within 2 weeks, the participants returned
to the laboratory, completed another series of self-report
questionnaires, and underwent an fMRI experiment. The fMRI
experimental procedure consisted of 4 types of runs: (1) resting
state, (2) thermal stimulus without movie stimuli, (3) thermal
stimulus preceded by a short (20-second) movie clip, and (4) oral
capsaicin stimulus. In this study, we used only the runs involving
thermal stimulus, ie, (2) and (3) above, and the structural scans.

The thermal stimulation runs (with or without movie stimuli)
consisted of 12 trials. In each trial, participants experienced
a thermal stimulus for 12 seconds (for details, see “Thermal
Stimulation” below) while fixating their eye gaze on a cross shown
on the screen. After each thermal stimulus, participants rated the
magnitude of their painful experience using the generalized
labeled magnitude scale (gLMS).2 This has a O to 1 numerical
continuous rating scale with anchors of “Not at all” (0), “A little bit”
(0.061), “Moderately” (0.172), “Strongly” (0.354), “Very Strongly”
(0.533), and “Most (Strongest imaginable sensation/
unpleasantness of any kind)” (1). We removed these anchors
and labels during the experiment to prevent the categorical rating
behavior.'® We used the gLMS because of the well-known power
function relationship between stimulus and pain intensity,?®%
which describes the nonlinear increase in pain intensity as
stimulus intensity increases. This typically results in a skewed and
nonnormal distribution of pain ratings when using linear scales
such as visual analog scale and numerical rating scale. The use of
gLMS can mitigate the skewness of the distribution of pain ratings
by adopting a quasi-logarithmic spacing between labels.? In
addition, the gLMS allows for better capture of highly sensitive
individuals or trials by adding more space at high levels of pain
intensity.

Participants completed a total of 8 runs of thermal stimulation,
2 of which were the thermal stimulation runs without a movie and
6 runs with a movie. In the case of the thermal stimulation run with
a movie clip, a 20-second movie clip was shown before the
thermal stimulation. The inclusion of the movie stimuli was part of
a larger study investigating the effects of prestimulus brain states
on pain perception, with the movie stimuli used to manipulate the
prestimulus brain state. The experimental design, in which the
movie clips were presented before the thermal stimulation, allows
us to separately analyze the stimulus period and the prestimulus
period. In this study, we did not analyze movie-related brain
activity. Figure 3A shows the trial structure with time information.
The movie clips were from a Korean film titled “Summer, Bus”
(available at https://youtu.be/-MIIESPGrl). We split the 12-minute
movie into 20-second video clips (ie, 36 movie clips). The
sequence of the experimental runs was structured as follows: The
initial run was the thermal stimulation run without a movie,
followed by 6 consecutive runs of thermal stimulation with a movie
clip, and concluding with a final run of thermal stimulation without
amovie. Each participant received a total of 96 thermal stimuli (ie,
8 runs and 12 trials for each run). Lastly, for 24 participants, we
had to discard one or 2 runs that had some technical issues (eg,
sound or thermode malfunction, etc).

2.4. Thermal stimulation

In the thermal stimulation runs, we delivered thermal stimulation
using an MRI-compatible PATHWAY Advance Thermal Stimula-
tion system (Medoc Ltd, Ramat Yishay, Israel) with a 16 X
16 mm? thermode. We marked 4 different sites on the left
forearm of each participant for thermal stimulation. For each run,
one of the 4 sites was selected, and the same site was never used
in 2 subsequent runs. The order of the stimulation sites was
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counterbalanced across participants. We delivered thermal
stimulation with fixed temperatures ranging from 45°C to 47.5°C
in 0.5°C increments. Before the start of each run, we applied the
highest temperature (ie, 47.5°C) on a skin site for the run. This was
to ensure consistent pain responses throughout the experiment
session based on a previous study, where Jepma et al.'®
observed that when a high-intensity stimulus was delivered in the
middle of an experimental run for the first time, the pain response
before and after the stimulus became qualitatively different. Thus,
the delivery of the highest temperature before each run aimed to
avoid the site-specific habituation effects in the middle of runs. On
each trial, the stimulation was delivered for 12 seconds (2.5
seconds ramp-up, 7 seconds at plateau temperature, 2.5
seconds ramp-down) from the baseline temperature (32°C).

2.5. Functional magnetic resonance imaging data
acquisition and preprocessing

The fMRI data were collected using a 3T Siemens Prisma scanner
at the Center for Neuroscience Imaging Research, Institute for
Basic Science, Sungkyunkwan University. Structural T1-
weighted images were obtained using a magnetization-
prepared rapid gradient echo sequence (0.7 X 0.7 X 0.7 mm3
voxel size, repetition time: 2400 ms, echo time: 2.34 ms, slice
thickness: 0.70 mm, flip angle: &, field of view: 224 X 224 mm?,
inversion time: 1150 ms). Functional data were then acquired
using gradient echo-planar imaging sequence (2.7 X 2.7 X
2.7 mm® voxel size, repetition time: 460 ms, echo time:
27.20 ms, flip angle: 44° slice thickness: 2.7 mm, slices, field of
view: 220 x 220 mm?, order of slice accession: interleaved). The
first 18 image volumes of each run were removed before image
preprocessing for image intensity stabilization. Structural and
functional MRI data were preprocessed using our in-house
preprocessing pipeline (https://github.com/cocoanlab/human-
frri_preproc_bids) based on Statistical Parametric Mapping 12
(SPM12) software (http://www fil.ion.ucl.ac.uk/spm/software/
spm12), FMRIB Software Library (https://fsl.fmrib.ox.ac.uk/fsl/
fslwiki/), and independent component analysis (ICA)-automatic
removal of motion artifacts (ICA-based strategy for AROMA)
software (https://github.com/maartenmennes/ICA-AROMA).
Structural T1-weighted images were coregistered to the single-
band reference functional image for each subject using normal-
ized mutual information and then normalized to the Montreal
Neurological Institute space using SPM12. For functional echo-
planar imaging preprocessing, the pipeline included the following
steps: motion correction (realignment), distortion correction using
FMRIB Software Library’s top-up, spatial normalization to
Montreal Neurological Institute space using coregistered T1-
weighted images with the interpolation to 2 X 2 X 2 mm?® voxels,
spatial smoothing with a Gaussian kernel (5-mm full-width half-
maximum), and ICA to automatically detect and remove
participant-specific, motion-related artifacts (ICA-AROMA).%° In
a quality control phase, a few runs were excluded based on the
following 2 criteria based on framewise displacement (FD): (1) the
average FD of a run exceeds 0.2 mm, and (2) the FD of any
volume was greater than 5 mm in a run.?”+2®

2.6. Single-trial analysis

Before conducting the predictive modeling analysis, we estimated
single-trial response magnitudes for each voxel using a general
linear model (GLM) with separate regressors for each trial, as in the
“beta series” approach® (Fig. 3B). We constructed each trial
regressor for movie watching, pain anticipation, and heat
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Figure 3. Overview of benchmark analysis. We performed a benchmark analysis to examine the impact of modeling options on model performance. (A) Functional
magnetic resonance imaging experiment setup. We collected task-based fMRI data from 124 healthy participants. We delivered thermal stimulation with 6 levels of
stimulus intensity, ranging from 45 t0 47.5°C in 0.5°C increments. After the heat stimulation, participants were asked to rate pain intensity on the generalized labeled
magnitude scale (gLMS).? Participants completed a total of 8 runs of thermal stimulation, 2 of which were without a movie and 6 runs with a movie. In the case of
runs with a movie, a 20-second movie clip was shown before the thermal stimulation. Each run consisted of 12 trials. For model training and testing, we divided the
dataset into a training set (N = 80) and an independent test set (N = 44). All results were based on the independent test dataset. (B) Single-trial analysis. We
obtained single-trial voxel-wise beta maps for each participant using a general linear model (GLM) with separate regressors for each trial, as in the “beta series”
approach.®' These beta maps served as inputs for subsequent analyses. (C) Predictive modeling. We develop predictive models with machine learning
techniques. For binary classification, the target was “high” vs “low” pain. We defined “high” pain as heat stimulus levels 5 and 6 and “low” pain as heat stimulus
levels 1 and 2. For binary classification, we used linear support vector machines (linear SVMs). For regression-based prediction, the target was “pain ratings,” and
we used principal component regression (PCR) for model training. (D) Target variables. We provide results about 4 aspects (ie, data levels, spatial scales, model
levels, and sample size). The details of the results are shown in the following figures (Figs. 7-10). fMRI, functional magnetic resonance imaging.

stimulation with a boxcar convolved with SPM12’s canonical
hemodynamic response function. We also included one regressor
for the pain rating period for each run. In the preprocessing, since
we already removed participant-specific, motion-related artifacts in
ICA-AROMA, we additionally regressed out only the following
nuisance covariates—>5 principal components of white matter and
cerebrospinal fluid signal and a linear trend. We then calculated

trial-by-trial variance inflation factors (VIFs), which measure design-
induced uncertainty due to collinearity with nuisance regressors.
This step was crucial to identify trials potentially influenced by
artifacts. Trials with VIFs exceeding 3 were excluded from further
analyses. On average, 0.1371 trials were excluded per participant
due to high VIFs, with a standard deviation of 0.7686. The single-
trial beta maps served as inputs for predictive modeling.
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Figure 4. Survey results of neuroimaging-based predictive models of pain. (A) This illustrates the distribution of measurement tools used in the final 57 studies
selected for the survey, highlighted by the yellow circle. It also shows the distribution of the publication years of these studies. (B) The pie charts, based on the same
set of studies, detail the proportion of healthy vs clinical populations used to train predictive models and categorize the types of clinical pain investigated. (C) Out of
the full-text review, 157 models were included for analysis, as indicated by the green circle. The pie charts break down the categories of prediction tasks, model
levels, spatial scales, experimental tasks, feature types, validation methods, and algorithms employed. Studies on structural neuroimaging data were omitted from
the “Experimental tasks.” (D) The box plot represents the sample size distribution across 66 unique datasets from 57 studies. The red line indicates the median
value. ANN, artificial neural network; cLBP, chronic low back pain; FM, fioromyalgia; GPC, Gaussian processes classification; HZ, herpes zoster; IBS, irritable
bowel syndrome; LASSO-PCR, least absolute shrinkage and selection operator-principal component regression; PDM, primary dysmenorrhea; TMD,
temporomandibular disorders; SVM, support vector machine; SVR, support vector regression.

2.7. Predictive modeling regression of pain ratings (Fig. 3C). For binary classification,
we defined “high” pain as heat stimulus levels 5 and 6 and
We trained predictive models for benchmark analysis based  “low” pain as heat stimulus levels 1 and 2. We trained classifier

on single-trial beta images. There were 2 types of tasks: (1)  models using linear SVMs implemented in “fitcsvm.m”
binary classification of high pain vs low pain, and (2) function from the MATLAB Statistics and Machine Learning
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Toolbox (https://www.mathworks.com/help/stats/support-
vector-machine-classification.html). An SVM classifies data
by identifying the optimal hyperplane that separates data
points of one class from those of the other class, with
distances from the hyperplane indicating the likelihood that an
input belongs to one class or the other class.' For a soft
margin parameter, we used the default value of C = 1. For
regression, we trained models to predict pain ratings provided
by participants using the gLMS. The principal component
regression (PCR) algorithm was employed to estimate pain
ratings from single-trial fMRI data. The PCR begins by
performing principal components analysis on the input data
to reduce its dimensionality and then linearly fits the
component scores to the training data. We selected the
minimum number of principal components that explained
more than 80% of the variance.

We partitioned the data into training (n = 80) and testing
datasets (n = 44). To guarantee that the training and testing
datasets were comparable in terms of the outcome variable’s
distribution, we employed a random shuffling for the participants.
The final division of datasets was selected based on the criterion
of having nonsignificant differences in pain ratings between the
datasets, as determined by 2-sample t tests. We did not use any
of the testing data during the model training, and all testing results
were based on the n = 44 hold-out independent test datasets.

2.8. Benchmark analysis

In the benchmark analysis, we selected 4 benchmark scopes that
corresponded with the 4 aspects defined in the survey: (1) data
level, (2) spatial scale, (3) model level, and (4) sample size.

(1) Data level: The “data level” indicates the number of trials that
were averaged for model training and testing. Each participant
had a total of 96 single-trial beta estimates and pain ratings if
there was no issue, such as technical problems or high VIFs.
The 96 trials consisted of 2 repeats of the same stimulus within
arun, a total of 8 runs, and 6 stimulus intensity levels (ie, 96 =
2 X 8 X 6). We established 5 data levels by averaging different
numbers of trials in the training and testing datasets,
respectively. First, “No Average” means that we used a total
of 96 single-trial beta images and pain ratings without
averaging (ie, trial level). Second, we averaged 2 trials with
a stimulus with the same intensity within a run, resulting in 48
brain images and pain ratings per participant (ie, run level).
Third, we averaged 4 trials with the same intensity across 2
runs, generating 24 brain images and pain ratings per
participant. Fourth, we averaged 8 trials with the same
intensity from odd runs (ie, run 1, 3, 5, 7) and even runs (ie,
run 2, 4, 6, 8), which yielded 12 brain images and pain ratings
per participant. Finally, we averaged 16 trials (ie, 2 repeats
within a run and 8 repeats across runs), resulting in 6 brain
images and pain ratings per participant (ie, condition level). In
addition, we performed an additional analysis with the
matched number of testing data (which was 6 data points)
for the different test data levels for fair comparisons across
different test data levels. For the comparisons of different data
levels, we fixed other benchmark scopes—gray matter for the
spatial scale, population-level modeling for the model level,
and full data (training data n = 80) for sample size.

(2) Spatial scale: To examine the effects of the spatial scale, we used
(1) 21 predefined pain-predictive regions of interest (ROls)
obtained from a previous study'” (Figure S2, http:/links.ww.
com/PAIN/C129), (2) a meta-analytic map associated with the
term “pain” obtained from Neurosynth.org (association test;
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downloaded on November 1, 2021),* and (3) a gray matter
mask (GM). In the benchmark analysis for the spatial scale, we
tested the impact of increasing spatial scale by randomly
selecting one pain-predictive region out of 21 ROls, then
randomly adding more regions incrementally (1, 3, 6, 10, and
15) until all 21 ROIs were included for model training and testing.
We repeated this process 100 times and obtained the mean
accuracy for each spatial scale and for each participant. For the
comparisons of different spatial scales, we fixed other bench-
mark scopes—run level for the data level, population-level
modeling for the model level, and full data (training data n = 80)
for sample size.

(8) Model level: We compared idiographic vs population-level
predictive models. In this analysis, the sample size of the training
dataset was reduced to n = 61 because we needed the data to
have the complete 8-run data for the analysis described below.
For idiographic modeling (ie, within-individual prediction mod-
eling), we trained a model based on 6-run data and tested the
model on the remaining 2-run data. For the data split, we also
used the 2-sample t test to ensure that there was no significant
difference in the outcome variable (ie, pain ratings) between the
training and testing datasets. We also trained one population-
level model based on 6-run data concatenated across all 61
participants. We tested these 2 types of models on 2 different
types of testing datasets. One was the remaining 2 hold-out run
data from 61 participants as described above, and the other
was all run data from 44 hold-out participants. To test the
idiographic models on the 44 hold-out participants’ data, we
averaged the idiographic models to construct one predictive
model. For the comparisons of the results, we fixed other
benchmark scopes—trial level for the data level, gray matter for
the spatial scale, and n = 61 for sample size.

(4) Sample size: Lastly, we evaluated the impact of varying
sample sizes using a random selection procedure akin to that
employed for evaluating spatial scale. Specifically, we
examined the impact of increasing sample sizes by randomly
selecting 10 participants from the total pool of 80 participants,
then incrementally adding more participants in steps (10, 20,
30, ..., 70) until all 80 participants were included in the model
training and testing. We repeated this process 100 times and
obtained the mean accuracy for each sample size and for each
iteration. For the comparisons of different sample sizes, we
fixed other benchmark scopes—run level for the data level,
population-level for the model level, and gray matter for the
spatial scale.

3. Results
3.1. Survey results on the use of modeling options

Figure 2 shows the article selection process, and Figures 4-6
show the literature survey results. First, as shown in Figure 4A,
the fMRI was the most popular neuroimaging modality for
modeling—ie, 57.9% out of the 57 studies used fMRI. The
number of research on neuroimaging-based pain biomarkers has
increased since the first publication in 2009. Note that the plot
does not display the number of publications of 2020 (n = 7) and
2021 (n = 1) given that our survey covers only 8 months of 2020
(our survey period was between January 2008 and August 2020).
Figure 4B shows the study populations of the 57 studies. A
greater number of studies addressed clinical pain outcomes
(54.4%) as compared with healthy ones (45.6%), and chronic low
back pain was the most popular among clinical pain conditions (7
studies). Figure 4C shows the survey results of 157 predictive


https://www.mathworks.com/help/stats/support-vector-machine-classification.html
https://www.mathworks.com/help/stats/support-vector-machine-classification.html
http://links.lww.com/PAIN/C129
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models from 57 studies. The survey highlights several key trends
in the field: (1) Prediction task: Binary classification models
(72.6%) were predominant, outnumbering regression models
(26.7%) by approximately 3-fold. (2) Modeling targets: Over half of
the models focused on “pain intensity” (27.4%) and “pain vs no
pain” (23.5%). “pain patients vs controls” was also an important
target (21.6%). Note that “pain intensity” included the following 2
subtargets, “pain ratings” and “high pain vs low pain,” which were
used for further benchmark analysis. (3) Model level: A majority of
the models were population level (66.8%), which was almost
double the number of idiographic models (31.2%). This result
suggests that studies on pain biomarkers usually focus on their
clinical applications. (4) Data level: Trial level (47.7%) and
individual level (33.1%) were most commonly used. (5) Spatial
scale: Brain-wide models were more prevalent (56.0%) com-
pared with region-based models, including single-region (26.7%)
and multiregion models (17.2%). (6) Experimental task: The
phasic pain task was the most common (57.9%), followed by
resting-state tasks (24.2%). (7) Feature type: Activation patterns
were the most frequently used features (43.9%). (8) Algorithm:
Linear SVM was the most utilized algorithm (49.0%), followed by
PCR with Lasso regularization (6.3%) and linear support vector
regression (5.7%). Notably, the top 3 algorithms were all linear
methods. (9) Validation methods: Leave-one-out cross-validation
was most common (59.8%), with K-fold cross-validation next
(17.2%). Figure 4D depicts the distribution of sample sizes
across 66 unique datasets. The median sample size was 30,
indicative of the typical scale for fMRI experiments.

3.2. Survey results on model performance

We then compared the model performances across different
modeling targets and options. For these comparisons, we
focused on the following 6 aspects—prediction tasks, modeling
targets (Fig. 5), data and model levels, spatial scale, and sample
size (Fig. 6). These aspects are among the key aspects that can
provide references for future studies and are also included in the
later benchmark analysis.

First, we compared the classification accuracy and prediction-
outcome correlation (the correlation between predicted and
actual values) across various modeling targets. To present these
results effectively, the plots in Figure 5 are organized by the
maximum performance values achieved by the training models
for each specific target. The most frequently studied targets were
“pain patients vs controls” (26 training models and 14 in-
dependent tests), “pain vs no pain” (35 training models and 12
independent tests), and “pain rating prediction” (18 training
models and 9 independent tests). “High pain vs low pain” was
also a popular target, but there was no independent test (13
training models and no independent test). “Treatment re-
sponder,” “treatment effect,” and “pain site” were the next
popular targets, but these also had one or no independent test,
highlighting that these targets need further validation studies. For
“pain patients vs controls” and “pain rating prediction,” the model
performances for the independent tests (median accuracy =
67.3%, median r = 0.32) were lower than the training results
(accuracy = 72.4%, r = 0.725), indicating the potential bias in the
reported model performances. For “pain vs no pain,” some
independent tests showed higher performances than training,
which was from one specific study that showed high accuracy in
multiple independent tests.*’ Note that targets with a large
number of reports showed high variance in their model
performance, suggesting that the targets with a small number
of reports may not be able to serve as references for future studies

PAIN®

and require further studies. In addition, the model performance of
“pain rating prediction” exhibited a bimodal distribution in training
results (Fig. 5B). This, along with the high variance in the
classification model performances, implies that other variables
and modeling options may have significant impacts on model
performance.

We then evaluated the influences of modeling options on the
model performance, as shown in Figure 6. Here are some
observations. First, the survey on the train data levels showed that
the condition level results were higher than the trial-level results
(median accuracy = 87.3% for the condition level training models
and 69.0% for the trial-level training models; Fig. 6A). Second,
also from Figure 6A, while classification models did not exhibit
significant decreases in performance in independent tests,
regression models showed an overall decline in performance,
suggesting that regression models may have more difficulty in
generalizing than classification models. Third, for the spatial
scale, as shown in Figure 6B, the brain-wide models showed
higher performance (median accuracy = 74.8% for brain-wide
training models) than a combination of regions (71.6%) or single
region (63.7%). Fourth, for the model levels (Fig. 6C), the
population-level models showed the highest performance both
in classification and regression models (median accuracy =
74.5% and median r = 0.74 for population-level training models).
Last, there was a significant negative relationship between
sample size and model performance of regression models,
r = —0.8227, P = 0.000 000 1 (Fig. 6D). This negative
relationship was not observed in classification models, r =
0.29183, P = 0.0239.

3.3. Benchmark analysis

Given that the different experimental designs and populations
across surveyed studies limited the direct comparability of the
results, we additionally performed benchmark analyses on the
locally collected large-scale pain fMRI dataset (n = 124) with
a single experimental design. Our benchmark analysis focused
on the following 4 aspects: (1) data level, (2) spatial scale, (3)
model level, and (4) sample size, and 2 different targets: binary
classification of high vs low pain and the prediction of pain ratings
with regression models. Figure 3 summarizes the benchmark
analysis pipeline. Importantly, all the results presented in this
study were obtained from tests on the hold-out test set of 44
participants.

3.3.1. Benchmark analysis (1): data level

The first benchmark analysis was on the data level. The “data
level” indicates the number of trials averaged for model training
and testing (Figs. 7A and B). Figure 7C provides the
classification model performance (ie, accuracy), and Figure 7D
provides the regression model performance (ie, prediction-
outcome correlation). In Figure 7C and D, the plots in the first
and second columns present the benchmark analysis results for
the train vs test data levels, respectively, focusing on the impact of
different train vs test data levels on model performance. The plots
in the third column show the benchmark analysis results for the
test data levels but with the matched number of test data, which
was 6 data points.

For the high vs low pain classification, we found that model
performance decreased as more data were averaged in the
training dataset (Fig. 7C). For example, the model performances
across 5 different train data levels were 85.05% = 1.31% (mean
accuracy = SEM) for “no average,” 84.53% = 1.32% for 2 trials
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Figure 5. Survey results 1: Model performance across different modeling targets. (A) Binary classification task. The box plots illustrate performance distributions for
10 different modeling targets during model training and independent testing phases. The colors of box plots and dots denote healthy (blue) and clinical (red)
populations. Dots represent each model’s classification accuracy (%), with triangles for healthy populations and circles for clinical populations. “Model N” indicates
the number of models included in the comparisons. The targets were ordered by their peak performance values. Note that there have been studies on healthy
populations focusing on the targets of treatment effect and responder. For the “treatment effect” target, an independent test aimed to distinguish between high
and low expectancy.® For the “treatment responder” target, a study trained models to classify “drug responder” and “placebo responder” in healthy populations. 2
(B) Regression task. Prediction performances of regression-based models were presented for 4 regression targets. We used prediction-outcome correlation (ie,
a correlation between the predicted and actual values) for comparison. For the “treatment effect” target, there have been studies on healthy populations aimed at
predicting placebo analgesia.“° A histogram for “Pain rating” in the training model set is provided, highlighting the bimodal distribution of model performance for the

target.

averaged, 83.17% = 1.43% for 4 trials averaged, 81.70% =
1.44% for 8 trials averaged, and 80.31% = 1.45% for 16 trials
averaged. The same patterns were also observed in the other test
data level (ie, 16 trials averaged). A multilevel GLM showed that
the trend of decreasing model performance over averaging the
training data was significant, 3 = —1.09, z = —3.53, P = 0.000
42, 2-tailed, bootstrap test. The same pattern was also observed
when 16 trials were averaged for the testing data, B = —5.09,
z=—4.50,P = 0.000 01, multilevel GLM, 2-tailed, bootstrap test.

By contrast, we observed that the model performances
increased as more data were averaged in the testing dataset.

For example, when the train data level was fixed at “no average,”
the model performances across 5 different test data levels were
85.05% = 1.31% (mean accuracy = SEM) for “no average,”
88.36% = 1.52% for 2 trials averaged, 91.57% = 1.62% for 4
trials averaged, 92.90% = 2.05% for 8 trials averaged, and
93.75% + 2.17% for 16 trials averaged. A multilevel GLM showed
that the trend of increasing model performance over averaging
the testing data was significant, g = 2.35,z = 3.43, P = 0.000 61,
2-tailed, bootstrap test. The same pattern was observed for 16
trials averaged for the training data, g = 2.28, z = 3.40, P = 0.000
68, multilevel GLM, 2-tailed, bootstrap test. Furthermore, the
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Figure 6. Survey results 2: model performance across different data levels, spatial scales, model levels, and sample sizes. (A-C) Violin plots illustrate the
distribution of model performance across various aspects: training data levels (A), spatial scales (B), and model levels (C). In these plots, individual dots represent
the performance of each model, quantified as accuracy for binary classification tasks or prediction-outcome correlation for regression tasks. Yellow and red plots
represent the performance derived from the training datasets, while green and blue plots illustrate the performance observed in independent tests. The median
performance for each category is indicated by red lines within the plot. A black dashed line represents the possible maximum performance, and a gray dashed line
denotes the baseline level of performance, which corresponds to chance or no correlation. (D) Impact of sample size on model performance. Scatter plots
demonstrate how the number of participants in a model influences performance, with separate visualizations for binary classification and regression tasks. Yellow
and red dots represent the performance derived from the training datasets, while green and blue dots denote the performance in independent tests.

same trend was observed when we compared the performance
across 5 different test data levels with a matched number of test
data points (ie, 6 data points per participant) for both “no average”
and 16 trials averaged for the training data, Bs = 4.56 and 3.49,
zs = 3.78 and 3.18, Ps = 0.000 15, and 0.001 47, multilevel
GLM, 2-tailed, bootstrap test.

Lastly, the main findings for the pain rating regression were
similar to the binary classification results—the model prediction
performance increased as more data were averaged in the test
dataset, while it decreased as more data were averaged in the
training dataset. These effects were significant and consistent
across different combinations of train and test data levels
(Fig. 7D). For example, multilevel GLMs with a linear regressor
revealed significant increases in model performance across
different test data levels for all train data levels—"no average”
(B =0.07,z=4.43, P = 0.000 01, 2-tailed, bootstrap) and “16
trials averaged” (B = 0.09, z = 3.93, P = 0.000 09). The details of
the model performance and significant test results are in Table
S4, http://links.lww.com/PAIN/C129.

3.3.2. Benchmark analysis (2): spatial scale

The second benchmark analysis was on the spatial scale.
Figure 8A presents an overview of the analysis. While increasing
spatial scales, we developed new models and calculated the
classification accuracy (Fig. 8B) and prediction-outcome
correlation (Fig. 8C) based on the test dataset (n = 44). The
model development was repeated 100 times using random
combinations of brain regions. For “brain-wide masks,” we

employed 3 distinct masks: one encompassing 21 pain-
predictive regions (“21”) from a previous study,'” the Neuro-
synth “Pain” mask (NP), and a GM without iteration. Figure 8B
and C shows model performance across 44 participants in the
independent dataset.

The results indicated that the model performance increased
with the increasing numbers of combined regions. For the
increasing numbers of combined regions (ie, 1, 3, 6, 10, and 15
regions), the mean binary classification accuracies were 68.79%,
73.01%, 78.67%, 82.56%, and 85.27% (Fig. 8B and Table S5,
http://links.lww.com/PAIN/C129), and the prediction-outcome
correlations were 0.46, 0.57, 0.62, 0.67, and 0.70 (Fig. 8C and
Table S5, http://links.lww.com/PAIN/C129). These increasing
trends of model performance were statistically significant, Bs =
4.25and 0.06, zs = 3.66 and 3.58, Ps = 0.000 25 and 0.000 34,
2-tailed, bootstrap test, multilevel GLM. For the tests for “brain-
wide masks,” there were no significant differences among the type
of brain masks for the binary classification task, 87.31%, 86.96%,
and 88.27% for “21,” NP, and GM, respectively, all ltls < 0.98,
Ps > 0.33, 2-tailed, paired t test. However, there was a significant
difference between GM vs “21” for the rating prediction task,
prediction-outcome r = 0.75 (GM) and 0.71 (“21”), t(43) = 2.626,
P =0.0119, 2-tailed, paired t test, suggesting that the information
distributed across the gray matter, even outside of the 21 pain-
predictive regions, was helpful for predicting pain ratings. Last,
there were no significant differences between “21” vs NP and GM
vs NP for the rating prediction task, prediction-outcome r for NP =
0.72,1(43) = 0.764, P = 0.4489 for “21” vs NP, t(43) = 1.962, P =
0.0562 for GM vs NP.
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Figure 7. Benchmark analysis results for data levels (ie, data averaging). (A) Data structure. Each participant’s data consisted of 96 trials, distributed over 8 runs,
with each run comprising 12 trials across 6 temperature conditions, with each temperature level repeated twice. (B) Data were analyzed at 5 averaging levels:
single trials (no averaging), and averages of 2, 4, 8, and 16 trials. This averaging was applied separately to both training and testing datasets. (C and D) The plots
show the impact of averaging on model performance in the binary classification (C) or the regression (D) tasks. Asterisks indicate the significance of the slopes from
the multilevel general linear model (GLM) models assessing the effects of averaging on model performance. Left: The effect of training data averaging on model
performance at 2 test data levels (“no averaging” and “16 trials averaged”), Center: The effect of test data averaging on model performance at 2 training data levels
(“no averaging” and “16 trials averaged”), Right: The effect of test data averaging on model performance at 2 training data levels, with a fixed number of images in
the test set (6 data points). The lines indicate mean accuracy or correlation (respectively) across 44 participants, with shadings representing the standard error of
the mean. The color scheme differentiates the averaging conditions with red/green indicating no averaging and yellow/blue indicating 16 trials averaged; we
selected these 2 data levels as they were the most commonly used based on our literature survey (ie, single-trial and condition level). Model performance exhibits
significant trends with respect to data averaging, as established by a multilevel GLM analysis. Detailed performance metrics and statistical results are provided in

Table S4 (http://links.lww.com/PAIN/C129). ***P < 0.001.

3.3.3. Benchmark analysis (3): model level

The third benchmark analysis was on the model level. The “model
level” analyses compared the test results between the idiographic
vs population-level predictive modeling (Fig. 9A, for details, see
Materials and Methods). Briefly, idiographic predictive modeling
indicates the modeling based on a single participant’s data,
whereas population-level predictive modeling indicates the
modeling using the data combined across all individuals. There

were also 2 types of independent tests in this benchmark
analysis. First, we tested the models on the within-individual hold-
out data of the training dataset (n = 61). For this, we held out 2-
run data for the testing by using only 6-run data for training.
Second, we tested the models on the fully independent test
dataset (n = 44). We combined the different training and testing
methods, which resulted in the following 4 combinations: @
idiographic model (“Id”) tested on within-individual hold-out data,
@ population-level model (“Po”) tested on within-individual hold-
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Figure 8. Benchmark analysis results for spatial scales. (A) The analysis employed 2 different approaches. In the first approach, we used a progressive mask
construction method. Starting with one randomly selected region, we incrementally added more regions, up to a total of 15. These regions were selected from
predefined regions of interest (ROIs) identified in a previous study.17 Predictive models were then trained using these incrementally constructed masks. This
iterative process was repeated 100 times, as indicated in the illustration by a gray dashed line box. The second approach involved the use of 3 comprehensive
brain-wide masks. These included: (1) a mask encompassing all 21 ROIs from a previous study, '’ (2) a “Pain” mask derived from Neurosynth (labeled as NP), and
(3) a gray matter mask (GM). Each mask’s voxel count is noted below its respective label. For the cumulative regions mask, a range is provided instead of a fixed
number, reflecting the variability due to the random selection process. This approach is delineated in the box with an orange dashed line. (B and C) The average
performance from 100 iterations was calculated for each spatial scale. The reddish-purple lines and shaded areas depict the mean and standard deviation of
performance, respectively, across 44 participants in the test dataset. Gray thin lines show the model performance for each participant. Performance trends
showed a significant increase with the number of regions, validated by multilevel general linear models (GLMs) with zs = 3.66 and 3.58, Ps = 0.000 25 and 0.000
34 for binary classification (B) and regression (C), respectively, 2-tailed, bootstrap tests. The boxplots show the differences in model performance among the
3 brain-wide masks. n.s. P > 0.05, *P < 0.05, ***P < 0.001. GM, Gray matter; NP, Neurosynth pain mask.

out data, ® averaged idiographic model (“Avg Id”) tested on the
independent test dataset, and @ population-level model (“Po”)
tested on the independent test dataset. Figure 9B and C shows
the comparisons of the classification and the regression model
performances. We conducted 2-sample t tests to compare
model performance between the idiographic vs population-level
models.

In the binary classification, the performance of idiographic and
population-level models did not significantly differ, #(120) =
0.271, P = 0.7868 for testing on the within-individual hold-out
data, #(86) = 1.194, P = 0.2358 for testing on the independent
test dataset, 2-tailed, 2-sample t test. In the regression analysis,
while the idiographic and population-level models demonstrated
comparable performance on within-individual hold-out data,
{(120) = 1.287, P = 0.2005, the population-level model
significantly outperformed the idiographic model on the in-
dependent test dataset, t(86) = 2.813, P = 0.0061, 2-tailed, 2-
sample t test. Table S6, http://links.lww.com/PAIN/C129 pro-
vides detailed results of model performance.

3.3.4. Benchmark analysis (4): sample size

The final benchmark analysis focused on the impact of sample
size (Fig. 10A). While increasing the sample size, we developed
new models and calculated the classification accuracy (Fig. 10B)
and prediction-outcome correlation (Fig. 10C) based on the
independent test dataset (n = 44). The model development was
repeated 100 times using a random selection of participants.
(“Increasing sample size” in Fig. 10A). For “full sample size,” all 80
participants from the training dataset were used without the

random selection (and thus no iteration). The model perform-
ances on the independent test dataset (n = 44) are shown in
Figure 10B and C.

The test results for the “increasing sample size” condition
showed that the model performance increased with the in-
creasing number of training samples. The binary classification
accuracies (mean = SD) for the increasing numbers of combined
samples (ie, 10, 20, ..., 60, and 70 participants) were 83.50% =+
0.58, 85.39% = 1.09, 85.94% = 0.83, 86.86% = 0.70,
87.15% = 0.40, 87.59% = 0.34, 87.99% = 0.40 (Fig. 10B
and Table S7, http://links.lww.com/PAIN/C129), and the
prediction-outcome correlations were 0.698 *+ 0.01, 0.727 *=
0.01, 0.738 = 0.01, 0.741 = 0.01, 0.744 =+ 0.01, 0.745 =
0.01, and 0.746 = 0.004 (Fig. 10C and Table S7, http://links.
Iww.com/PAIN/C129). These increasing trends of model perfor-
mance were statistically significant (3s = 0.68 and 0.01, zs =
3.96 and 4.02, Ps = 0.000 08 and 0.000 06, 2-tailed, bootstrap
test, multilevel GLM).

4. Discussion

In this study, we conducted a literature survey and 4 benchmark
analyses on neuroimaging-based pain biomarkers. The impor-
tance of building pain biomarkers lies in the need for objective
assessment of pain because of its subjective nature of pain
assessment, which hampers the choice of appropriate inter-
ventions or the development of new treatments. A recent study
conducted a qualitative review on the topic,®” but more
systematic analyses on the choices of modeling targets and
options have yet to be done. To fill the gap, we systematically
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Figure 9. Benchmark analysis results for model levels. We provide a benchmark analysis of model performance at the individual (idiographic) and group
(population) levels. In this analysis, we used data from 6 runs for training and data from 2 runs for testing. This choice required the use of data from only 61
participants who had complete data for all 8 runs. (A) Model training and testing procedures. Idiographic model (Id): Predictive models were trained on trial-level
data from 6 runs per participant and tested on unseen data from the remaining 2 runs (®). In addition, we created a group-level model by averaging all individual
models and tested the model on an independent test dataset (®). Population-level model (Po): Models were developed using trial-level data from all participants in
the training dataset. Again, the data from 6 runs were used. The model was tested on both unseen data from the remaining 2 runs of 61 participants (@) and data
from an independent test dataset (®). (B) Binary classification. No significant performance differences were found between the idiographic and population-level
models when evaluated on both the hold-out training data and the independent test dataset (P-values = 0.7868 for @ vs @ and 0.2358 for ® vs @, 2-sample
t test). (C) Regression. There was no significant difference in performance on the hold-out training data (P = 0.2005 for @ vs @); however, the population-level
model significantly outperformed the averaged idiographic model on the independent test dataset, P = 0.0061 for ® vs @, 2-sampled t test. **P < 0.01.

compared the performance of different models from previously
published studies on neuroimaging-based pain biomarkers and
conducted benchmark analyses using a large-scale fMRI pain
dataset. In these analyses, we focused on the following modeling
aspects—prediction tasks, modeling targets, data levels, spatial
scales, model levels, and sample sizes. The primary goal of this
study was to provide a bird’s eye view of neuroimaging-based
pain prediction and a useful guide for making decisions about
modeling options.

Our survey results provide multiple interesting observations.
First, the survey revealed a few preferred targets and options for
predictive modeling. The majority of the predictive models were
designed for classification (73%), aimed at population-level
prediction (66%), used brain-wide features (56%), and were
trained on the data at the trial level or individual level (80%). These
characteristics suggest that those who developed the models
were mindful of their clinical applications and utility'® because
population-level diagnostic models that can be applied to new

individuals are favorable for clinical purposes. Second, fair
comparisons of model performance across different modeling
targets were quite challenging due to the small number of studies
for each target. Even with numerous studies conducted on the
modeling target, the model performance remained highly vari-
able, suggesting that many factors influenced the level of model
performance. Thus, it is not simple to determine the level of
difficulty for different modeling targets. In addition, consideration
should be given to the FDA-NIH Biomarker Working Group’s
Biomarkers, EndpointS, and other Tools categories based on
their intended use. It is likely that the levels of difficulty are varied
across these biomarker categories, and thus, the standards for
clinical translation should be carefully determined for different
targets. The third observation from the survey pertains to the
limited number of independent tests. Only a small proportion of
studies (28%) assessed their models on independent datasets,
making it challenging to assess the impacts of modeling targets
and options on model performances in an unbiased way. Last, we
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Figure 10. Benchmark analysis results for sample size. We investigated how the number of participants in the training set affects the performance of predictive
models. Models were iteratively developed with increasing training sample sizes, ranging from 10 to 70 participants, and compared with a model trained with the
full set of 80 participants. (A) This study began with 10 randomly selected participants from the training dataset and incrementally and randomly added sets of 10
participants to build new models. This incremental process was repeated 100 times, as indicated by the box with a gray dashed line. In a separate analysis, the full
cohort of 80 participants was used, as indicated by the box with an orange dashed line. (B and C) Average model performance across iterations is shown by the
reddish-purple line, with the shaded area indicating the standard deviation, for the binary classification (B) and regression (C) tasks. Gray thin lines show model
performance in each iteration. Statistically significant improvements in model performance were observed as the number of training participants increased (for the
binary classification and regression tasks, zs = 3.96 and 4.02, Ps = 0.000 08 and 0.000 086, respectively, 2-tailed, bootstrap test). The full sample size models
performed better than the other models with smaller sample sizes, achieving 88.26% accuracy for binary classification and a correlation of 0.74 for regression.

P < 0.001.

observed the negative relationship between sample size and
model performance in the regression models. This negative
relationship could be interpreted as a well-known phenomenon
called “funnel plot asymmetry”? or “winner’s curse,”® which
suggests potential publication bias in the literature. However, the
interpretation requires caution, given that such negative relation-
ships were not observed in the classification models or for other
modeling options, such as spatial scales.

Our benchmark analysis results also offer several interesting
observations regarding the effects of modeling options on model
performance. First, the distinct effects of data averaging on model
performance were observed for training vs testing data—less
data averaging was helpful for training data, whereas more data
averaging was helpful for testing data. This can be understood as
a tradeoff between increasing the signal-to-noise ratio by
averaging vs expanding the sample distribution. That is,
expanding the sample distribution of training data improves
model performance, but reducing the noise of testing data also
improves model performance. Second, both survey and bench-
mark analysis results failed to show the benefits of idiographic
modeling compared with population-level models. This is
somewhat contradictory to the common notion that personalized
models should perform better than population models because
the idiographic approach removes one important source of
variance—between-individual variability.?? Considering the re-
cent suggestions about the extensive sampling of small N
participants, '®2* the nonsignificant results may be due to the
small amount of data per individual in our sample. Thus, future
studies should examine the effects of idiographic vs population-
level modeling with multisession data from a small number of
participants. Third, our results showed that including more brain

regions and increasing sample sizes improve model perfor-
mance, consistent with previous studies.* 823 However, in the
benchmark analysis, the results suggested that including extra
brain regions beyond the regions known to be important for pain
prediction did not always guarantee higher model performance.
For example, although the number of voxels within the GM (Nyox =
215,878) was almost 7 times greater than 21 a priori pain-
predictive regions (nyox = 32,448) or Neurosynth mask (Nyox =
35,631), the classification performance of the GM-based model
was not significantly better than the models based on the 21 pain-
predictive regions and Neurosynth mask. However, when it
comes to the regression task, the model based on the GM
showed significantly better performance than the 21 region-
based regression model, suggesting that the characteristics of
the prediction task can affect the benefit of including more regions
and voxels.

There are multiple limitations in this study. First, our survey
results were limited by the small number of studies. For
example, only 28% of the surveyed studies reported test results
with independent test datasets, which made it difficult to obtain
unbiased estimates of model performances. This means that
our survey results could be biased. In addition, owing to the
insufficient number of studies in the survey, we could not
conduct fair comparisons between results from healthy and
clinical populations despite the substantial differences in their
brain conditions." Therefore, future studies with larger sample
sizes and a more balanced representation of healthy and clinical
populations are needed to draw more definitive conclusions. In
addition, given that brain connectivity and its dynamics have
been implicated in clinical pain, '®2°-3® the generalizability of our
benchmark analyses, which were based on activation patterns,
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to clinical pain also requires further investigation. Second, some
studies with more than one predictive model could have
a greater influence on the survey results. When we compared
model performance, we compiled the testing results at the
model level but noted that some studies provided multiple
models while others provided only a single model. Thus, to take
this data structure into account, a hierarchical approach to
performance comparisons should be considered in future
studies. Table S2, http://links.lww.com/PAIN/C129 provides
the number of models and independent tests for each study.
Third, we had to use the most popular performance measures,
such as correlation, to compare model performances, but it is
well known that correlation as a performance measure has
some caveats (eg, being insensitive to scaling, providing biased
results, etc.).?® As more researchers adopt better practices in
predictive modeling, we should be able to use better perfor-
mance measures, such as R, for the comparisons. Fourth, in
the benchmark analyses, we did not cover all the aspects
considered in the survey due to the limitations of our dataset. For
example, our dataset only included fMRI data from healthy
participants and used thermal stimulation to induce pain, and
thus, we could not provide results on other neuroimaging or
stimulus modalities or clinical samples. Considering that the
inclusion of multimodal data to develop composite biomarker
signatures is an important and promising future direction,3* our
analysis focusing only on fMRI and thermal pain data is certainly
limited. In addition, our dataset is based on experimental pain,
where pain intensity is strongly influenced by stimulus intensity.
Thus, caution is warranted when generalizing our results to
other neuroimaging modalities or clinical pain contexts where
pain is dissociated from the stimulus. Finally, our survey includes
articles published between 2008 and 2020. Given the recent
rise in popularity of machine learning and artificial intelligence,
there may be many recent publications that we have missed.
Thus, future studies are needed to update our findings.

In conclusion, this study investigated the influences of
modeling options and targets on the performance of
neuroimaging-based pain biomarkers. Through a literature sur-
vey and benchmark analyses, we found that data levels, spatial
scales, and sample sizes were important determinants of
classification and prediction performance. To improve model
performance, incorporating a larger number of pain-related brain
regions, increasing the sample sizes, and reducing data
averaging in the training dataset while increasing it in the test
dataset appeared to be helpful. These findings will serve as
a useful reference for making decisions on neuroimaging-based
biomarker development, highlighting the importance of a careful
selection of modeling variables to build better-performing neuro-
imaging pain biomarkers. Furthermore, our findings would offer
useful insights for their potential translation into clinical settings by
presenting a bird’s eye view of the field of neuroimaging-based
pain prediction.
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